ABSTRACT

Raw developer output, as measured by the number of changes a developer makes to the system, is simplistic and potentially misleading measure of productivity as new developers tend to work on peripheral and experienced developers on more central parts of the system. In this work, we use Software Supply Chain (SSC) networks and Katz centrality and PageRank on these networks to suggest a more nuanced measure of developer productivity. Our SSC is a network that represents the relationships between developers and artifacts that make up a system. We combine author-to-file, co-changing files, call hierarchies, and reporting structure into a single SSC and calculate the centrality of each node. The measures of centrality can be used to better understand variations in the impact of developer output at Meta. We start by partially replicating prior work and show that the raw number of developer commits plateaus over a project-specific period. However, the centrality of developer work grows for the entire period of study, but the growth slows after one year. This implies that while raw output might plateau, more experienced developers work on more central parts of the system. Finally, we investigate the incremental contribution of SSC attributes in modeling developer output. We find that local attributes such as the number of reports and the specific project do not explain much variation ($R^2 = 5.8\%$). In contrast, adding Katz centrality or PageRank produces a model with an $R^2$ above 30%. SSCs and their centrality provide valuable insights into the centrality and importance of a developer’s work.
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1 INTRODUCTION

Improving and measuring software productivity is difficult and many researchers and practitioners have simply measured output as the number of pull requests, modification requests, or commits a developer has produced. In this work, we hypothesize that the work context can be partly characterized via structural properties of a network representing explicit and implicit relationships among software artifacts and people. Software supply chains (SSCs) represent the relationships between developers and artifacts in a software project. For example, one common SSC is the network of files that change together in a commit, with a node being a file and edges between files in the same commit. Investigating how the structural properties of SSCs explain the variations in developer output has significant scientific and practical value. In this work, we aim to a) construct software supply chains within a large and diverse (in terms of programming languages, project size, and application types) industry code base observed over a period of 10+ years; b) create and fit a set of models for developer output starting with the attempts to replicate historical results and then by enhancing the model with factors derived from several kinds of software supply chains; c) factor the Katz centrality and PageRank of nodes in the SSC into the models to understand how the centrality of a developer’s work impacts output.

Methodologically, we rely on version control, code review, and human resources systems to reconstruct the complete history of software supply chains for the entire code base within the company. We then model how the SSC properties affect the output and proceed to operationalize and calculate developer output and the SSC network-derived measures. These SSC network measures are calculated for the trailing 12 months and are then used to predict developer output for the subsequent month using Generalized Additive Models (an extension of multiple regression that accommodates modeling nonlinear relationships). The model, in addition to providing the output growth curve, allows the quantification of the relationships between these factors and developer output.

We provide evidence for the following research questions related to the tenure of developers and the raw output, the centrality of
The output, and a combined model that considers organizational and reporting structure.

RQ1. Output vs. Tenure: How quickly do new developers become productive in terms of number of commits?

Onboarding onto a new team requires substantial time and effort [20, 37]. Zhou and Mockus [45] modeled how long it took developers to become productive in terms of the number of commits. They found that the number of commits a developer writes plateaus at one year. We replicate this work by modeling how the commit count, CC, per developer increases with tenure.

Result: At Meta, we find that the developers’ rate of output either plateaus or continues to grow at a slower pace depending on the project.

RQ2. Output Centrality: Does the centrality of a developer’s work plateau over time?

Prior work used a simple local measure of degree centrality: the number of developers who touched a file, with more developers indicating a more central file [45]. We, instead, use the entire SSC and global measures of centrality (Katz centrality and PageRank) that take into account not just the neighboring nodes but their importance as well.

Result: Prior work concluded that the centrality of the work continues to grow at a linear rate for the entire study period of three years [45]. Intuitively, it is unreasonable for work to grow linearly forever. We find that the SSC-derived centrality measure of the developer’s output continues to grow for at least three years, but the growth starts decelerating after approximately one year.

RQ3. Full Model: What is the relative contribution of the SCC measures in explaining the number of commits?

We want to understand which aspects of the SCC help explain the variations in individual developer output. In this research question, we progressively add SCC measures to model CC.

Result: The basic measures, including tenure, project, and number of reports, have low predictive power of the developer’s output, $R^2 = 5.8\%$. In contrast, factoring either measure of centrality into the model produces a $R^2$ above 30%.

The remainder of this paper starts with related work in Section 2 and the development process at Meta in Section 3. In our methodology and background, Section 4, we describe key network concepts such as communities and network centrality and how they may be used to differentiate parts of the system. We also discuss output measures, measure operationalization, and statistical modelling methodology. We answer our research question in Section 5. Our findings are discussed in Section 6, limitations in Section 7, and conclusions in Section 8.

2 RELATED WORK

The problem of measuring developer productivity is different from better studied problems of software cost [8] and effort estimation [30]. In the former case, models are used to associate properties of the product with the cost (or effort needed) to build it. For example, perhaps the best known COCOMO [8, 9] model relates the logarithm of cost to the size of the software and other factors. The productivity in software projects is distinct from the performance on programming assignments as the developers are not faced with clearly defined programming tasks but need to perform maintenance and enhancement activities including learning about the system and coordinating their work with others [11].

Developer productivity, on the other hand, concerns the value of developer output relative to effort needed to produce that output. In software industries where developers work full time, many studies assume that overall developer effort is roughly proportional to calendar time (with exceptions for vacations or training) [4, 5, 15] and suggest models that, based on different properties of the tasks developers concurrently work on, tease out the relative contribution of these properties on the effort needed to accomplish the task. In this paper, we make a similar assumption that the developers spend similar amount of effort per sufficiently large unit of time.

While there is no single measure of productivity, prior works have seen that developers become more proficient and start engaging with more complex or difficult tasks with practice and that this increase should be most clearly seen in newcomers of large and complex software projects. Studies of learning in software development show that the learning trajectories over time vary among different types of tasks [6], most tasks take less time to accomplish with practice [36], and practice makes the difference between traditional mastery (accuracy) and true mastery [7] (i.e., fluency, accuracy + speed). The Legitimate Peripheral Participation (LPP) approach argues that the learners’ participation of practice is at first legitimately peripheral but increases gradually in engagement and complexity [23] or, in other words, people engage in different (often more complex) tasks as they learn. LPP was applied by [44] to explain the change of roles in Open Source Software (OSS) development. Von Krogh et al. [42] looked at the strategies and processes by which newcomers join the existing OSS community, and how they progressed to the stage of contributing code. Furthermore, Mockus [27] found that a highly experienced developer may need up to six new replacement developers in large software projects. One goal of this work is to use Meta’s data to understand the impact of centrality on the output of developers.

We go beyond the centrality of the nodes and also obtain the SSC structure by leveraging community detection [18, 19]. Prior works have used the changes made to the same function block and committer-author relationship to link authors. The principal difference with our approach is that we are not just constructing the author network but the entire SSC that also includes files, utilizes call graph, include graph, and co-changes (see Section 4.1).

We frame our study partly as a replication study on the multi-dimensional framework of how developers acquire expertise [45]. That work separated multiple dimensions of developer expertise, proposed ways to measure them, and quantified the learning curves that describe how each type of expertise is acquired. Specifically, they observed that the nature and complexity of development tasks differ greatly between novices and experts, that these differences involve the difficulty and importance of the tasks. The replicated work uses the term centrality not in the network sense, but as an indication of the impact of the task. More central developers tend to engage in more impactful tasks that tend to modify more critical areas of the code. Such task centrality thus can be transferred to developers and code. In [45], they defined four dimensions: the importance of a task based on its long-term impact (e.g., adopting a new framework), its potential to directly affect a customer,
a product, or the development team. Since we extensively use the word centrality as a precisely defined network property, we try to replace the term "task centrality" with task "impact." We then argue that network centrality appears to approximate at least some aspects of the less formally defined task impact. They measured the number of modification requests (MRs) completed each month and found that it plateaued after 6 to 12 depending on the project size [45]. Furthermore, they measured developer centrality growth over developer tenure and found it to linearly increase over the observed three-year interval. In our work, we first replicate these core quantitative findings and then argue that certain network measures of SSCs appear to be better suited to measure "task impact" or centrality than previously proposed measures.

3 SOFTWARE DEVELOPMENT PROCESS AT META

Meta like other companies runs software on their own servers and does not install it at customer locations. This enables rapid updates to the software and allows fine-grained control over versions and configurations. At Meta, this deployment has led to a practice of daily and weekly "push" of new code to production. Before being pushed, code is subject to peer review, internal use, and extensive automated testing. After the code push, engineers carefully monitor the apps’ behavior to identify any signs of trouble.

Similar to Open Source Software (OSS), at Meta, the developers are also users, so they have first-hand knowledge of what the system does and what services it provides. Engineers continuously develop new features and make them available to users because of the need to constantly evolve to satisfy not only changing user needs but also competition from other companies. As in many other companies, Meta's new code is deployed as a series of small changes as soon as they are ready. Since most of the functionality is on the server side, deploying new software to the servers immediately makes it available to all users, without any need for downloads and local installation. The ability to deploy code quickly in small increments behind guards and feature toggles enables rapid innovation [34].

At Meta, every line of code that is written is reviewed by another engineer. This serves multiple purposes: the original engineer is motivated to ensure that the code is of high quality, the reviewer comes with a fresh mind and might find defects or suggest alternatives, and, in general, knowledge about coding practices and the code itself spreads throughout the company. Phabricator 1 is the backbone of Meta’s Continuous Integration system and is used for modern code review, through which developers submit changes (commits) and comment on each other's commits, before they ultimately become accepted into the code base or are discarded.

In addition to developer and release engineer code and regression tests, Meta employees effectively test the latest code while using it internally. This exercises the code under realistic conditions, and employees can report any defects they encounter. A helpful property of having employees double as testers is that as the number of code changes grows with the company, the number of testers follows suit automatically.

Phabricator and the version control systems are also used to measure the development process where both events associated with the code change and developer and reviewer actions and the current state of all commits are recorded. When developers submit their code for review, they make a commit (create a version of the code) representing the initial version of the commit. If reviewers notice any issues or suggest improvements, they may make additional revisions until the commit is either approved and is incorporated into the code base “is landed,” or it may be abandoned. We do not consider abandoned commits in our analysis. Each commit has an author create date, a list of files modified, as well as some statistics: non-empty lines changed.

Static analysis tools are widely deployed at Meta; we use Glean 2 databases for C/C++ code and for Hack 3 to measure dependencies between files. We combine these data sources to understand centrality and developer output.

4 METHODOLOGY AND BACKGROUND

In this section, we describe key concepts and methods used, starting from the definition of SSCs, basic graph measures, measures of developer output, and operationalizations we used in the study.

4.1 Background on Software supply chains

Contemporary software development rarely creates all the functionality from scratch as was the case half a century ago. First, a massive number of platforms, development tools, programming languages, frameworks, and packages have been created and are ready to be reused via package managers. We refer to such reuse as the technical dependency software supply chain. An example is "file A uses a function implemented in file B" or "file A imports package B." In some scenarios, instead of introducing a dependency, developers choose to copy the code. We refer to copy-based reuse as the second type of software supply chain. The third type of software supply chain is the exchange of information when developers create or modify the source code. We refer to it as knowledge-based SSC, and it is the most fundamental type for our study of developer output.

All three types of SSCs can be detected empirically using version control systems, code review support systems, and source code analysis tools. The interconnectedness of software and software development can be revealed by reconstructing and measuring these supply chains. As described in detail below, suitable types of network analysis reveal communities of developers, modules of source code, parts of the code forming infrastructure, key developers responsible for various areas of the code, knowledge transfer or loss, and other aspects of the software supply network. Project and reporting structure also provides additional information about the structure of the projects and products in the organizations such as Meta, where the codebase for many products is colocated in the same repository.

4.2 Basic network measures of SSCs

Since SSCs are networks, we use techniques borrowed from network analysis to characterize the impact of the nodes (developers
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1http://phabricator.org

2Glean is an open-source system for working with facts about source code. Available at https://glean.software/

3Hack is a programming language for the HipHop Virtual Machine (HHVM) and is a dialect of PHP.
and files) and detect communities in the megarepository housing all Meta’s code. From this repository, we selected data related to Projects A and B that represent social networking software and for Project C the software for infrastructure used at multiple projects. The primary way to discriminate among nodes in a network is by measuring its centrality. The simplest network centrality measure is degree centrality. It counts the number of edges that start or terminate in a node. The main issue with the measure is that it does not take into account the importance of the nodes these edges lead to. Katz centrality [22] introduces two positive constants $\alpha$ and $\beta$ to take into account not just the number of other nodes (degree centrality), but also the importance of these nodes, while addressing the problem of eigenvector centrality (where the node centrality is simply the corresponding component of the eigenvector computed for the largest eigenvalue of the adjacency matrix) with zero in-degree nodes: $x_i = \alpha \sum_j A_{ij} x_j + \beta$, where $A_{ij}$ is an element of the adjacency matrix. $\beta$ gives a free centrality contribution for all nodes, even though they do not receive any contribution from other nodes. $\alpha$ determines the balances between the contribution from other nodes and the free constant.

PageRank [31] tries to down-weight nodes with many out-links (e.g., a spam page that has millions of links). Some files may be changed with a lot of other files, such as release notes, other changes might be bot-generated and so forth. PageRank reduces the impact of such outliers on the calculation of centrality and is particularly suited to detect infrastructural parts of the system, i.e., parts on which the remainder of the system relies on. In PageRank, the contribution value of a node is divided by out-degree of the node: $x_i = \alpha \sum_j A_{ij} x_j k_j^o + \beta$, where $k_j^o = 1$ for zero out-degree nodes to avoid division by zero.

In Figure 1 the node at the top right only references a very important node, and it becomes much more important compared to the Katz centrality (left graph); on the other hand, the node in the center, which gets contributions from high out-degree nodes, loses its importance. One drawback of PageRank is that it needs a directed graph, and results vary if the direction is changed. Since SSCs are bi-graphs and co-changes (see below) are multi-graphs, it is not always obvious how to pick a direction for a link. Katz centrality helps in such cases, as it works for undirected graphs.

In addition to the characterization of each node, we expect to find a structure in the SSCs. Specifically, we are looking for a community structure that connects developers and files for the project, product, or a module they happen to work on. Since developers may move among projects and the same code may be used by many projects or products, one needs to detect communities empirically when projects are not clearly delineated.

A commonly used approach that maximizes modularity is the Louvain algorithm [1], which iteratively optimizes local communities until global modularity can no longer be improved given perturbations to the current community state. Modularity is measured as the difference between the actual number of edges in a community and the expected number of edges in the community. Louvain method has extremely fast and highly scalable implementations that work well for the networks of hundreds of millions of nodes [32]. Louvain method has a $\gamma$ parameter with $\gamma = 0$ always leading to a single community, and $\gamma = 2$ leading to all nodes being singleton communities). We used the default value of $\gamma = 1$ in the networkit C++ function PLM [40, 41].

From our perspective determining the “correct” number of communities is not important: we simply need to subdivide the massive network of files and developers into distinct communities, so there was no need or criteria by which to choose some other value of $\gamma$. We calculate centrality (and communities) using the complete Louvain method, which iteratively optimizes local communities until global modularity can no longer be improved given perturbations to the current community state.

4.3 Constructing SSCs at Meta

The raw data for constructing SSCs can be obtained from any version control system by collecting information about code changes. Specifically, each transaction or commit, modifies a set of files, specific lines, and is authored by a developer. It typically has one or
more dates associated with it, as well as a pointer to the parent transaction(s)/commit(s). Each commit thus represents a link between the author and the files they have created or modified. According to our definition, these links represent edges in the knowledge-based software supply chain. Since there are often multiple files in a single commit, there are relationships among files, and we refer to these as co-changed file-to-file relationships.

There are other file-to-file relationships; specifically, we construct a file include network (for C/C++++) obtained from Glean where the nodes are files and edges indicate that a file includes another file. We also obtain file of function call to file of function definition for the Hack programming language to operationalize technical dependency SSCs.

In summary, for any interval of time and for each developer, we can measure their output via the following three quantities: commits and lines authored by a developer. We also have time-stamped links among the source code files based on co-change and from files to authors. For the technical dependency SSCs, however, we use the latest version of the codebase as computing call hierarchies for the entire code base for each month would be too computationally expensive.

Similar measurements could be done in most software development organizations hence the approach we propose is not unique to Meta. What is perhaps not as common is the fact that in most organizations such data would be kept in project-specific (and often numerous) version control and code review systems, while at Meta most projects use the same system (Phabricator) and a single Mercurial megarepository.

In addition to version control data, we also collect team membership data as it is likely to have an effect on developer productivity. This data resides in separate human resource databases and needs to be extracted, processed, and linked with the software development data described above. Typically, such systems record the latest state of things, such as the current management hierarchy and team membership. Fortunately, HR information at Meta maintains prior states and we can determine transitions between teams and changes of managers enabling the reconstruction of the management and project hierarchy at any time in the past. We use it to reconstruct these hierarchies at the time of each commit.

4.4 Learning Curve and Developer Output

While it has been known since the early days of software engineering that developer output varies by more than one order of magnitude [12, 13], it was not clear what part could be attributed to experience and what part was personal. Here we focus on context factors, such as developer’s past experience at Meta and on the properties of the SSCs to model developer’s output. As in other organizations, developers’ experience should play a role, hence we suspect that developers’ output increases with the length of tenure [45]. SSC network structure and their position within the network may also matter. Developers’ membership in different projects and reporting to different managers likely affect output since each project may have its own type of product, application, or other specialization that makes developers’ output more uniform within that community than across communities. We first discuss the learning curve and then consider aspects related to SSCs.

A learning curve has been investigated extensively in the past for various kinds of tasks and, most recently, to model developer output as it grows with tenure [45]. A specific parametric form of the learning curve was proposed by Ritter and Schooler [35]:

\[ T = C \cdot \text{Trials}^{C_{\text{task}}}, \]

where \( T \) is the time it takes to perform a task, Trials is the number of times a person has performed that task, \( C \) is a constant, and \( C_{\text{task}} \) is a task-specific constant. The shape of the curve shows how performing more trials through practice leads to reduced performance time. In our study, we borrow this basic idea of learners getting faster through practice. Following [45], however, we use the number of tasks (represented by the number of commits in this study) performed per unit of time as the measure of developer performance, i.e., output per unit of time.

The learning curve tends not to be linear as exemplified by the equation above. To estimate the developer learning curve, we fit a generalized additive model (GAM) [16] implemented by Wood [43] in R [33]. GAM is a variation of the linear regression: 

\[ y = C + f_1(x_1) + \ldots + f_m(x_m) + \text{error}, \]

where \( f_i, i = 1, \ldots, m \) are typically smoothing functions such as splines.

4.4.1 Commit per Developer Month.

Our primary focus is to explain the variation in the output produced by a developer each month. While the developer output could be measured variously (e.g., lines of code, commits, and files modified), we use commits per month. In short, these are development tasks created by actual developers (not automation) that were reviewed and merged into the project. This definition excludes, for example, experimentation or other modifications that do not propagate to the project codebase. We refer to the output measures as CC (The Commit Count per Developer Month) and denote it as \( O(d, m) \) where \( d \) denotes the developer and \( m \) the month. In other literature, commits may be referred to as Modification Requests (MRs) and in Open Source Software a merged Pull Request (PR) represents a concept similar to a commit. Notably, CC is highly correlated to other output measures such as the number of lines changed and files touched.

Our key goal is to explain CC by modeling it using predictors quantifying developer properties such as tenure, their position within the organization, and the code they work on. To model CC, we first log-transform it for two primary reasons. First, we expect the predictors of CC to contribute in a multiplicative fashion as has been the convention of most effort models, e.g., COCOMO [8]. In simple terms it means that a developer with a 10% higher skill will produce 10% more commits as opposed to a fixed number of additional commits. The second reason is that the distribution of commits is highly skewed (the mean is much higher than the median) and not suitable for common statistical models that typically assume a more symmetric distribution; see, e.g., [25, 26, 28, 29].

4.5 Operationalizing SSCs and Measures

We take a holistic approach to include networks from developers, source code files, and reporting hierarchy to operationalize our software supply chain (SSC). Once we construct SSCs we then calculate the predictors of the CC based on the entire SSC. This approach is necessary because the local properties of the nodes may not be sufficient to fully characterize their impact on CC. For example, the importance of some files may be quantified only by...
detecting that such files are modified only by the most experienced developers.

Our SSC consists of nodes and edges. The nodes are individuals (developers and managers), teams (groups of developers), commits (files modified in a single transaction as recorded by the version control system), and files. At any specific time, developers and managers are connected in a reporting hierarchy, while each developer belongs to one team. A commit is authored by a developer and modifies a set of files, providing an edge between a developer and the files they modify. A file may depend on another file (e.g., via C-language #include statement). Finally, a commit has edges to each commit used to implement it. We also use community detection algorithms to assign each node of the SSC to a community based on the edges listed above. These calculated community nodes have edges to each member of the community. In total, we have six types of nodes (developers, managers, teams, commits, files, and communities) and eight types of edges (reporting, authoring, part-of-team, part-of-commit, file-file, part-of-community) in our SSC. We denote edges via letter E, so that, for example, an edge \( E_{reports}(a, b, m) \) indicates that the person \( a \) reports to person \( b \) during the month \( m \). It is important to note that most edges have a timestamp associated with them. To avoid data leakage, we construct SSC only on the data predating the month \( m \) for which we calculate developer output \( O(d, m) \).

Below we present the calculation and the theoretical justification for each explanatory variable. The precise operationalizations are also given in Table 1.

*Has reports:* \( R(d, m) \). As some of the developers start with management duties, their coding output should decrease as they become more involved in management and mentoring activities. We use an indicator variable which is 1 if the developer has anyone reporting to them. Supervising and mentoring should take some of the time that could have been devoted to coding, thus reducing their coding output. We calculate this by observing if the developer \( d \) had any outgoing reporting edges prior to month \( m \). In short, \( R(d, m) = |\{d_i : \exists M < m : E_{reports}(d_i, d, M)\}| > 0 \).

*Prior Teams* \( |T'(m)| \) and *Prior Managers* \( |M(g)| \). We calculate the number of prior teams and managers a developer has had. This roughly approximates how often the reporting structure for a developer has changed. This also approximates the breadth of experience a developer has had.

*Community size.* \( |C(d)| \). At Meta developers can freely access any part of the codebase. The codebase contains code for a diverse set of products and projects. Each one may use distinct practices, tools, and programming languages, resulting in potentially different counts for the same value of the output. We use community detection in the constructed SSC to empirically identify strongly connected groups of nodes using the Louvain algorithm \([32]\). The size of each community may serve as a numerical predictor of coordination needs. We expect that larger communities will lead to lower productivity as the coordination needs for the corresponding projects are likely to be higher.

*Task importance.* Katz centrality \( (K) \), PageRank \( (P) \). In most software projects, newcomers are not assigned the most important tasks, such as modifying parts of the system that are very complex, may affect many other parts of the system, may cause downtime, or may require major long-term changes in the ways the system is maintained. Prior work found that the importance of tasks showed continued growth throughout the considered period of more than three years \([45]\). As discussed in the section describing graph properties, PageRank is optimal for pointing out the infrastructural parts of the system that are not frequently changed or not changed by many developers. We suspect that these parts are more complex and probably riskier to change. Katz centrality would be low for such inactive “roots,” even if everything else depends on them. Complex parts of the code frequently modified by many developers, co-changing with many other files, and depending on or using many other components would have high Katz centrality.

Table 1 lists the exact operationalizations of response and explanatory variables. \( g(range) \) stands for the graph constructed during the period \( range \) (or the entire history if not specified), \( m \) represents the month for which the variables are calculated and \( d \) indicates the developer. We note that the centrality is calculated over the trailing 12 months and does not include data for the current month. Community is calculated over the entire date range to make sure it does not vary month-to-month. \( Louvain(g)(d)(m) \) indicates the community obtained from graph \( g \) for developer \( d \) while the project is determined by the largest number of commits a developer did during the month.

**5 RESULTS**

In the following section we discuss our findings, as we address three fundamental research questions through their dedicated subsections.

5.1 **RQ1. Output vs Tenure: How quickly do new developers become productive in terms of number of commits?**

A major conclusion from \([45]\) is that “Developers’ productivity plateaus within 6-7 months in small and medium projects and it takes up to 12 months in large projects.” As discussed earlier, they measured developer output in the number of commits or MRs a developer produced. To answer this question in the context of Meta, we create a simple model where the response variable is developer output and the only explanatory variable is the developer’s tenure. To represent our models, we use the R language notation and use a GAM model as discussed in Section 4.4. For example, the formula \( y \sim a + b \ast c \) means that “the response \( y \) is modeled by explanatory variables \( a \), \( b \), \( c \) and the interaction between \( b \) and \( c \).” Our model of output and tenure in R notation is: \( O(d, m) \sim T(d, m) \).

At Meta we have similar findings to \([45]\) shown in Figure 2. The simplest model relating tenure to the volume of changes appears to show a rapid increase in the rate followed by a plateau for Project A. Project B and the combination of smaller projects, Project C, show a gradual but slowing growth for up to two years. The results suggest that the findings in \([45]\) could be replicated with respect to the rate of developer output growth as developers become familiar with the codebase over time. We also see a variation among projects where Project A shows a plateau that appears to start sooner, while other projects still exhibit some growth at the end of the observed period. The apparently pulsating growth rate in the category “other
Table 1: Descriptive statistics for the explanatory variables.

<table>
<thead>
<tr>
<th>Name</th>
<th>Measure</th>
<th>Operationalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tenure in years</td>
<td>$T(d, m)$</td>
<td>$m \sim \text{join}(d)$</td>
</tr>
<tr>
<td>Has Reports</td>
<td>$R(d, m)$</td>
<td>$</td>
</tr>
<tr>
<td>Prior Teams</td>
<td>$</td>
<td>T_m</td>
</tr>
<tr>
<td>Prior Managers</td>
<td>$</td>
<td>M_g</td>
</tr>
<tr>
<td>Community Size</td>
<td>$</td>
<td>C(d, m)</td>
</tr>
<tr>
<td>Katz centrality</td>
<td>$K(d, m)$</td>
<td>$K(g(M &lt; m &amp; M \geq m - 13))$</td>
</tr>
<tr>
<td>PageRank</td>
<td>$P(d, m)$</td>
<td>$P(g(M &lt; m &amp; M \geq m - 13))$</td>
</tr>
</tbody>
</table>

Developers’ rate of output either plateau or continues to grow at a slower pace depending on the project.

Table 2: Relative contribution of SSC measures

<table>
<thead>
<tr>
<th>Model</th>
<th>Explanatory Variables</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>$T + R + \text{Proj} +</td>
<td>T_m</td>
</tr>
<tr>
<td>2.</td>
<td>$T + R + \text{Proj} +</td>
<td>T_m</td>
</tr>
<tr>
<td>3.</td>
<td>$T + R + \text{Proj} +</td>
<td>T_m</td>
</tr>
<tr>
<td>4.</td>
<td>$T + R + \text{Proj} +</td>
<td>T_m</td>
</tr>
</tbody>
</table>

The centrality of the developer’s output continues to grow for at least three years, but the growth decelerates after one year.

5.2 RQ2. Centrality: Does the centrality of a developer’s work plateau over time?

The raw number of commits that a developer produces cannot continue to grow forever. Indeed, according to LPP theory and extensive empirical evidence discussed in Section 2, as developers become more experienced, they tend to take on more important (central) or difficult work. Prior work has found that developers’ centrality continued to increase linearly across the entire tenure range of three years and the qualitative results suggested that for the largest projects, the tasks continue to grow in importance even after ten years [45]. As described in Section 4.5, we calculate PageRank $P(d, m)$ and Katz centrality $K(d, m)$ for each developer and each month based on the SSC constructed over the preceding twelve months. Instead of modeling raw CC, we now want to understand how the developers’ centrality grows with their tenure. We have two models in R notation: $K(d, m) \sim T(d, m)$ and $P(d, m) \sim T(d, m)$. Since curves are similar for both models we only show $K(d, m) \sim T(d, m)$ in Figure 3. The figure shows continued growth over a much longer period which contrasts with the plateau in the raw output model in Figure 2. In particular, we do not observe linear growth in centrality as was reported in [45]. This may be attributed to the differences between the organizations studied, but it may also be a result of the differences in the modeled quantity. The replicated work modeled a very simple local measure of degree centrality calculated on a partial (containing only authoring edges) SCC. On the other hand, we model using a more complete SSC and a centrality measure that takes the entire network into account. Furthermore, the linear growth does not appear to be compatible with the key tenet of the learning theory: a decrease in the growth rate should be manifest.

5.3 RQ 3. Full Model: What is the relative contribution of the SCC measures in explaining the number of commits?

The different attributes of the SSC might have a different impact on developer output. We would like to determine attributes that are the most influential on (or, in statistical language, explain the most variation of) the CC.

Table 3: Sign of the Estimated coefficients for the full model (Model #5)

| Sign | t value | Pr(t>|t|) |
|------|---------|----------|
| (Intercept) | + | 28.00 | 0.00 |
| | C | + | 12.00 | 0.00 |
| R | - | 43.00 | 0.00 |
| K | + | 130.00 | 0.00 |
| P | + | 140.00 | 0.00 |
| $O(\text{Prodg})$ | - | -7.80 | 0.00 |
| $O(\text{Proda})$ | + | 3.30 | 0.00 |
| $O(\text{Proda})$ | - | -12.00 | 0.00 |
| | M_g | + | 37.00 | 0.00 |
| | T_m | - | -30.00 | 0.00 |

To discover that, we start from simple models and measures and report a fraction of the variance explained as we add more and more sophisticated explanatory variables to the model. Table 2 shows how we progressively add explanatory variables to the model and compare the resulting model fit ($R^2$). The response variable is always developer commits per month, $O(d, m)$. The first model contains only the developer tenure, a categorical variable representing the project name, whether a developer has reports, and the number
of managers and projects. Despite this long list of explanatory variables, the model only explains the output $R^2 = 5.3\%$ of the observed variation in the output. Adding the size of the empirically-derived community has a negligible impact, but adding either of PageRank or Katz centrality results in a much better model fit with an $R^2$ above 30%.

To further understand the impact of each explanatory variable, Table 3 shows the direction of the predictor effects on the rate of output. Specifically, the size of the community $|C|$, Katz centrality $K$, PageRank $P$, and having more managers all increase output, while managing others $R$ and hopping over many teams $T$ decrease it.

Significant differences between products exist, as was hypothesized. The only relationship that is opposite to our intuition is that the increase in the number of teams in which a developer has participated appears to decrease the rate of output. This may require further study to better understand the reasons for such decrease, but it may reflect the fact that repeated re-orgs and project changes may impact CC. Below we follow with a general discussion of the findings.
The basic measures including tenure, project, and number of reports have low predictive power of developer output, \( R^2 = 5.8\% \). In contrast, factoring either measure of centrality into the model produces a \( R^2 \) above 30%.

6 DISCUSSION

We have partially replicated the quantitative part of a prior study investigating the growth of developer output and fluency in a dissimilar software organization [45]. Our primary aim was not only to establish the accuracy and generalizability of the scientific claims, but, more importantly, to find models that have interpretable attributes explaining developer output and to make progress on identifying potential candidates that provide more nuanced measures of output and productivity.

While we were able to replicate some of the prior findings, we also observed some empirical and logical discrepancies that strongly suggest a revision to the hypotheses posed previously. The growth rate in the centrality of output in Figure 3 appears to have a slowing growth rate unlike the linear growth observed in [45]. The simplistic measure of degree of centrality (how many developers modified a file) used in prior work may not accurately gauge the file importance unlike Katz centrality or PageRank (measures that also take into account the centrality of other developers). This slight but important difference in growth of output centrality from the inclusion of dependencies among code and graph-theoretic considerations of Katz vs. degree centrality makes more sense because it is unreasonable to assume a linear growth continuing over a very long period of time. Replication, whether successful or not, is an important way to validate scientific [24] and replications of industry studies in software engineering are exceedingly rare [14]. In fact, in many fields even for exact replication studies most research results can not be replicated [3, 10, 17]. We, therefore, conclude that our finding, albeit for a single study, suggest that a successful replication of industry study may be possible if the original method is described in sufficient detail.

In addition to replication, we have focused on representing software development as a network involving multiple types of nodes and edges and, more importantly, theorizing how the properties of such network might enable us to quantify key aspects of Legitimate Peripheral Participation (LPP) theory: peripheral and central developers, code, or tasks. In fact, it appears that the proposed SSCs might represent not just great predictors of developer output, but also serve as proxies of difficulty or impact. Since such measures can be calculated in most software projects, they may lead to software tools that exploit these differences in importance to prioritize software development or quality assurance work.

From the practical perspective of outlining directions towards better proxies of developer productivity than the simple raw output, we introduced a number of robust measures that are not incompatible with the conjecture that they capture some aspects of value and centrality that go beyond developer output. Specifically, these measures of centrality are calculated from the entirety of the software supply chain including technical dependencies among source code files, implicit dependencies among files changed in a single commit, and authorship connecting source code and developers who modify it. Once developers start working in a project, they tend to start from simpler, less important tasks and, with more experience, move towards more complicated and more important tasks. By constructing the SSC for every month, we can capture the dynamic nature of developers’ code and use it to explain a large share of the variation of developer output. In particular, the two measures of developer’s centrality reflect global properties of the entire SSC and thus potentially address the concerns that developer’s output is an individual measure that may or may not help the productivity of the entire the team.

Future work could investigate other centrality measures beyond PageRank and Katz centralities and whether other types of network characteristics may be suitable to measure different aspects of value produced by developers. We also suspect that PageRank may be a useful metric to identify code infrastructure and Katz centrality may be best suited to identify code that requires a particular attention and may not be an optimal first assignment for newcomers. We also anticipate using centrality rankings in tasks ranging from reviewer assignments, code refactoring prioritization, knowledge loss and numerous other software development tasks.

7 LIMITATIONS

It is difficult to generalize from studies like ours because they investigate software development in a specific company using specific tools and practices. Therefore, we replicate existing studies from other companies that had substantially different development practices and tools. Section 2 documents key differences we could identify between our and replicated work.

Some of the concepts like task importance and value and the associated measures of productivity are not measurable directly. To increase construct validity, we build indirect evidence by first pointing out conceptual and empirically demonstrated limitations of using traditional measures of output as proxies for productivity and then by presenting models of growth in centrality that appear to represent an intuitive expectation of output growth for an average developer as they gain experience with code and project.

Statistical and network analysis are sensitive to data quality. We undertook an enormous effort to a) clean up the data, b) to employ techniques that would be robust to whatever imperfections may remain in the data after cleaning, and c) used various diagnostic techniques to identify potential problems not addressed by a) or b). Specifically, for data cleaning we used several standard techniques employed at Meta to identify and exclude copious bot-induced activity. For each network, we use diagnostics to identify the nodes with the highest centrality, for example, in the co-change we manually inspected the most central 1000 files and filter out files changed with a lot of unrelated files, such as a changes.txt containing release notes. We used top nodes in the author-to-file network to identify (and exclude) files with high numbers of authors, such as file containing all global constants.

Meta and many other companies track commits per month as it tends to vary much less than commits at finer granularity (a week) yet is fine enough to capture time trends. Developers’ output includes more than code. The presented model can be enhanced by adding other trackable types of outputs, such as review activity, but senior developer tend also to be more involved in training and
coordination tasks that are harder to track. For example, developers’ managing others have lower commit output than developers with no reports. The commit was chosen as a fundamental unit of work because at Meta as in many other companies, it is strongly discouraged to have large commits due to issues with review and testing they pose. To handle vacations months with no output were excluded.

As is commonly necessary for statistical models in software engineering [8, 25, 26, 28, 29], we log-transformed variables with highly skewed distributions and inspected correlations among predictors in the regression as well as inspecting residuals and doing standard regression diagnostics. The only predictors that showed high correlations (above 0.7) involved the various output measures we considered: commits and lines modified per developer per month. As noted above models for each output measures produced similar results. Only commit-based models are presented in the paper. Although $R^2$ of 30% may not seem very high, we did not include inherent developer variability. Previous research has incorporated random effects for each developer, but the extremely large scale of our dataset was beyond what was possible to analyze using standard tools.

We investigated the stability of the community detection algorithm by plotting the modularity, the number of clusters, and the largest size of the cluster and found no observable jumps (indicating instabilities) in the output.

8 CONCLUSIONS
In 1984 Curtis [13] wrote that until “the many sources of variation among individuals have been compared in the same set of data, it will not be possible to determine ... the most important predictor of success.” In this work, we argued why SSCs should be used to explain variations in developer output and provide statistical models indicating that it is possible to explain a large fraction of variation using SSC-derived measures. The primary theoretical implication is that even individual developer’s output is an SSC property, not an individual property. In this work, we make the following contributions:

(1) We conduct a partial replication of an industry study quantifying output growth when on-boarding; empirical studies in industrial setting are necessary [21, 38] (replication is one of the essentials of the experimental methods and successful replication increases the validity and reliability of the outcomes observed in an experiment) but extremely uncommon [14, 39], and we are not aware of another published industry replication involving software artifacts conducted in a completely different industry context.

(2) We propose a unified concept for the Software Supply Chains that encompasses key measurable types of relationships among people, software artifacts, and tasks.

(3) We theorize why and how SSC networks may capture aspects of the development context that would explain output.

(4) We propose specific ways to characterize (converting into scalar values associated with specific nodes) SSC networks for use in statistical modelling.

(5) We take into account the dynamic nature of the SSCs when characterizing development context.

(6) We suggest global measures of SSC and demonstrate that they explain the variations in developer output better than simpler local measures of the SSC.

Related to the specific findings from this study. In RQ1, we replicated [45] at Meta and found the same plateau in raw counts of number of commits per month. This plateau appears to represent the time it takes for new developers to become reasonably proficient on the project. In contrast, for RQ2, the centrality measure of the number of developers that touched a files used in [45] appears to be too simplistic a as it continues to grow linearly. In contrast, our results from RQ2, follow the Legitimate Peripheral Participation theory that argues that the learners’ participation of practice is at first legitimately peripheral but increases gradually in engagement and complexity or, in other words, people engage in more central work as they become more experienced with a system. Meta’s software is massive and complex and even the most experienced developers may still be learning as they work on increasingly important problems that have broader, longer term, and profound impact. Finally, in RQ3, we found that centrality was the best predictor of the variation of individual developer output with an $R^2$ above 30%. The model’s coefficients and SSC centrality measures provide ways to differentiate among SSC nodes such as developers, different parts of the system, and organization, and we hope that in future work these SSCs will lead to actionable decisions that could target specific parts of code or organization.

9 DATA AVAILABILITY
The proprietary nature of the data and systems makes it impossible to release the data.
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