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Abstract

In many domains, large image collections are key ways
in which information about relevant phenomena is retained
and analyzed, yet it remains challenging to use such data in
research and practice. Our aim is to investigate this prob-
lem in the context of a forensic unlabeled dataset of over
1M human decomposition photos. To make this collection
usable by experts, various body parts first need to be iden-
tified and traced through their evolution despite their dis-
tinct appearances at different stages of decay from “fresh”
to “skeletonized”. We developed an unsupervised tech-
nique for clustering images that builds sequences of sim-
ilar images representing the evolution of each body part
through stages of decomposition. Evaluation of our method
on 34,476 human decomposition images shows that our
method significantly outperforms the state of the art clus-
tering method in this application.

1. Introduction
Evolving images with conceptual likeness when the sim-

ilarity is declining over time are not uncommon, yet such
data confounds clustering approaches that rely on measures
of image similarity as the early stages of the same con-
ceptual object may bear no visual resemblance to the late
stages. In the case of human decomposition, a hand appears
very different in the fresh stage compared to when it is de-
cayed (Figure 1). Supervised techniques might fare better
in such situations, but the creation of the labels may have
prohibitive costs exacerbated by the inability to do crowd-
sourcing when domain experts (as in our case forensic an-
thropologists) may be scarce.

This paper introduces a technique for clustering evolving
images in the context of human decomposition data. Specif-
ically, the goal of this work is to jointly cluster body parts
and decomposition stages within subjects and to trace them

Code available at https://github.com/saramsv/SChISM.

through their decay process, which spans from “fresh” to
“skeletal”. Such an unsupervised approach, if successful,
would reduce the manual labeling task required to extract
domain specific features needed for key forensic tasks such
as time of death estimation and, more generally, human de-
composition research and analysis [22, 23].

The key point of clustering is to segment a large col-
lection of observations into a smaller set of groups of sim-
ilar observations, which can help in understanding large
datasets. Traditionally, clustering methods group images
based on the similarity of features extracted from them.
With adequate feature representations, image clustering
methods have achieved good results [7, 12, 13, 19] on pop-
ular image datasets such as ImageNet, MNIST, COIL100,
and VOC2007 [8, 9, 26, 11]. Guérin et al. [13] used pre-
trained CNNs on common datasets such as ImageNet to
map images to feature representations and then clustered
them. Other unsupervised frameworks introduce clustering
losses to jointly learn ConvNet features and image clusters
in an end-to-end manner [3, 10, 18, 32, 34, 4]. However,
we are not aware of any work that clusters image datasets
with evolving content based on their semantic similarity in
an unsupervised fashion.

In human decomposition data, although images repre-
senting same objects may change only slightly from one
time to the next, these small changes accumulate over a long
observation period, making the first image look completely
unlike the last one. Our approach to address this problem is
to use a sliding window technique inspired by data stream
clustering [1] along with feature representations extracted
from pre-trained CNNs [13, 27]. First, we create small se-
quences, that we call snippets, of similar images by maxi-
mizing similarities within a sliding window and then stitch-
ing these snippets to effectively capture the evolution of the
objects based on overlaps and a dynamic inclusion crite-
ria. This stitching results in sequences where images of the
same sequence represent the same object (body part) and
captures all stages of decomposition from fresh to skeletal.
These sequences are essentially clusters of images with a

https://github.com/saramsv/SChISM.



